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a b s t r a c t

We confirm the applicability of using small satellite formation flight for multi-angular earth observation
to retrieve global, narrow band, narrow field-of-view albedo. The value of formation flight is assessed
using a coupled systems engineering and science evaluation model, driven by Model Based Systems
Engineering and Observing System Simulation Experiments. Albedo errors are calculated against bi-di-
rectional reflectance data obtained from NASA airborne campaigns made by the Cloud Absorption
Radiometer for the seven major surface types, binned using MODIS’ land cover map – water, forest,
cropland, grassland, snow, desert and cities. A full tradespace of architectures with three to eight sa-
tellites, maintainable orbits and imaging modes (collective payload pointing strategies) are assessed. For
an arbitrary 4-sat formation, changing the reference, nadir-pointing satellite dynamically reduces the
average albedo error to 0.003, from 0.006 found in the static reference case. Tracking pre-selected
waypoints with all the satellites reduces the average error further to 0.001, allows better polar imaging
and continued operations even with a broken formation. An albedo error of 0.001 translates to
1.36 W/m2 or 0.4% in Earth’s outgoing radiation error. Estimation errors are found to be independent of
the satellites’ altitude and inclination, if the nadir-looking is changed dynamically. The formation sa-
tellites are restricted to differ in only right ascension of planes and mean anomalies within slotted
bounds. Three satellites in some specific formations show average albedo errors of less than 2% with
respect to airborne, ground data and seven satellites in any slotted formation outperform the monolithic
error of 3.6%. In fact, the maximum possible albedo error, purely based on angular sampling, of 12% for
monoliths is outperformed by a five-satellite formation in any slotted arrangement and an eight satellite
formation can bring that error down four fold to 3%. More than 70% ground spot overlap between the
satellites is possible with 0.5° of pointing accuracy, 2 Km of GPS accuracy and commands uplinked once a
day. The formations can be maintained at less than 1 m/s of monthly ΔV per satellite.

& 2016 IAA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Distributed Space Missions (DSMs) are gaining momentum
in their application to earth science missions owing to their
ability to increase observation sampling in spatial, spectral,
temporal and angular dimensions. DSMs include homogenous
(such as RapidEye [1]) and heterogeneous constellations (such
as Cosmo-SkyMed [2], QB50 [3], Disaster Monitoring

Constellation/DMC [4], NASA A-Train), autonomous formation
flying formations (such as Tandem-X [5], Proba-3 [6], PRISMA
[7]) and fractionated spacecraft (such as DARPA System F6 [8],
JPL's Phoenix cellularized architecture [9]). To avoid being cost
prohibitive, small satellites will be required to enable DSMs,
especially those with large numbers. Small satellites
(o50 kg) have technically demonstrated formation technol-
ogies [10] and missions such as CanX-4 and CanX-5 [11] are
now (2015) beginning to show formation flight feasibility
using CubeSats.

In Earth science remote sensing, distributed space missions
or DSMs have been traditionally used to simultaneously
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improve sampling in the following four dimensions of an
observed image – spatial, temporal, spectral, and radiometric.
Spatial resolution of an image can be increased by using
multiple satellites in formation flight to synthesize a long
baseline aperture as shown for optical interferometry [12–14]
and synthetic aperture radars [5,15–17]. Constellations of
evenly spaced satellites on repeat track orbits [2,4] ensure
temporal sampling within a few hours as well as continuous
coverage maintenance. Spectral sampling can be improved by
fractionating the payload (fractionated spacecraft) such that
each physical entity images a different part of the spectrum
and has customized optics to do so. Radiometric resolution
depends on the resolution of the other sampling dimensions
for a fixed instrument mass and complexity. Since DSMs allow
sampling improvement in any dimension by increasing sa-
tellite number instead of size, radiometric resolution can be
improved without compromising on other science sampling
requirements.

Formations have enabled science that cannot be performed
with single spacecraft, such as gravimetry by GRACE [18] and
GRAIL [19] or coronographs using nulling occultors like
DARWIN [13]. This paper and associated research focuses on
improving angular sampling, which is a critical dimension for
Earth observations. Angular sampling implies taking images
of the same ground spot at multiple 3D angles of solar in-
cidence and reflection simultaneously. Lack of such sampling
leads to misinterpretation in science products, for example,
Amazon greenness from MODIS data [20]. The requirement to
make near-simultaneous measurements deems monoliths
less optimal for accurate and dense angular sampling than
distributed systems [21,22]. Monolithic spacecraft have tra-
ditionally approximated the angular samples by combining
measurements taken over time with forward-aft (e.g. TERRA's
MISR [23]) or cross-track swath (e.g. TERRA's MODIS [24])
sensors or autonomous manoeuvrability (e.g. CHRIS [25] on
Proba-3). However, a single satellite can make measurements
only along a restrictive plane with respect to the solar phase
and most Earth observation satellites are even more restricted
since they are on sun-synchronous orbits. Further, the angular
measurements are separated in time by many minutes along-
track or more than a week cross-track. In areas of fast chan-
ging surface/cloud conditions especially during the snow melt
season/tropical storms, a few days can make a big difference
in reflectance. Those that autonomously manoeuvre have to
be commanded to observe specific targets, thus lack global
coverage and repeatability.

Near-simultaneous angular sampling can be improved by
using a formation or constellation of nanosatellites [26]. The
formation can make multi-spectral measurements of a
ground spot at multiple 3D angles at the same time as they
pass overhead by using narrow field of view instruments in
controlled formation flight. While this measurement-making
mechanism was suggested more than ten years ago (Leonardo
BRDF [21,27]), it never went past the concept ideation stage
and no detailed analysis was performed on its science impact
or technical feasibility. Recent literature [22,28] has shown
that closed loop and maintainable formations and spectro-
meter payloads are available for multi-angular formation
flight. The widely accepted metric to quantify the angular
dependence of remotely sensed signal is BRDF or Bidirectional

Reflectance-distribution function. BRDF of an optically thick
body is a property of the surface material and its roughness. It
is the ratio of reflected radiance to incident irradiance that
depends on 3D geometry of incident and reflected elementary
beams [29]. It depends on four major angles as shown in Fig. 1
– the solar zenith angle (ϕi), solar azimuth angle (θi), mea-
surement zenith angle or the co-elevation (ϕr) and mea-
surement azimuth angle (θr). The azimuth angles, θi and θr,
are added to provide one angle called the relative azimuth
angle. Several review studies have confirmed the applicability
of BRDF accuracy as a reliable metric to design new mea-
surement solutions in multi-angular remote sensing [31].
BRDF is required for the calculation of many Earth Science
products such as albedo, vegetation indices, photosynthetic
activity and ice cloud optical properties [30], therefore BRDF
estimation accuracy affects estimation accuracy of all its de-
pendents. This paper will demonstrate the simulated impact
of different variables in formation design on the accuracy of
albedo, calculated from retrieved BRDF, globally.

Albedo is the hemispherical integration of BRDF over all
measurement zenith and azimuth angles, for a single solar
incidence direction (black sky albedo) or all solar incidence
(white sky albedo). Inaccurate estimation of BRDF sig-
nificantly affects narrow-band, narrow-field-of-view albedo
estimation. The NASA ARMCAS airborne campaign [32] of
1998 in Alaska measured reflectance at thousands of zenith
and azimuth angles using the Cloud Absorption Radiometer
(CAR) that was flown around in circles on an airplane and
estimated albedo using these measurements. Nadir re-
flectance albedo, when compared to albedo estimated from
integrating hemispherical measurements, shows up to 50%
error. The error depends on the wavelength or location (sea
ice vs. tundra) sampled. A more recent study [33] shows 15%–
20% difference between vegetation albedo estimated using
CAR compared to MODIS albedo products.

The Earth's albedo has been an important component of
climate studies and the Earth Radiation Budget since the 1960s
[34]. Incoming radiation is measured better than 0.03% of
1368W/m2 but total outgoing radiation is accurate to just 1% of
341.3 W/m2, causing an imbalance called the ‘missing energy
[35,36]. Narrow-band albedo uncertainties of surfaces such as
polar ice caps are one of the three biggest contributors [37] to
our lack of understanding of the Earth Radiation Imbalance.
Improving albedo estimation by even 0.0025 corresponds to

Fig. 1. BRDF geometry and angles in terms of two vectors – incoming solar irradiance
(blue) and outgoing reflected radiance (red), measured at VNIR wavelengths (figure
adapted from University of California Berkeley's open-source, open-access class
curriculum at http://www.eecs.berkeley.edu/). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
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improving reflected flux by 0.0025!1368W/m2 and, thus total
outgoing radiation by 3.4 W/m2 or 1%. We show that BRDF es-
timation using multi-angular formations allows better narrow-
band albedo estimation of different global surfaces, than using
monoliths. Better surface albedo accuracy is guaranteed to im-
prove Earth Radiation Imbalance uncertainties.

2. Formation architecture evaluation method

A formation flight configuration is a unique combination of
the number of satellites, orbit parameters, relative geometry,
payload field of view, etc. An imaging mode is a collective
strategy among the satellites, as they fly in formation, of
pointing the payload to obtain multi-angular images of the
same ground spot at the same time. A formation architecture is
defined as a formation flight configuration that follows a unique
imaging mode. Optimal architectures are those which mini-
mize BRDF estimation errors, number of satellites and
maintenance.

The methodology employed to assess the optimal forma-
tion architectures and validate their albedo estimation cap-
abilities couples Model-Based Systems Engineering (MBSE)
with Observing System Simulation Experiments (OSSE). A
tradespace of formation architectures can be analysed by
varying the configuration design variables in the MBSE model
and assessing its effect on data assimilation and science
products using OSSEs, as shown in Fig. 2. Technical con-
straints filter out those architectures that cannot be main-
tained using current CubeSat technology and the MBSE model
outputs specifications (e.g. data rate required) that can be
supported [28]. Only the orbits and mode variables, their
permutations, impact on simulated measurements and
eventual science performance will be discussed in this paper.
While the orbits module determines how the satellites will be
organized in space, the imaging mode strategies dictate
where they will point to measure the same spot at many
angles simultaneously.

The science evaluation model is driven by observing system
simulation experiments or OSSEs [22]. Inputs to the model are
four angles from Fig. 1 for all satellites in a formation, for every
given instant of time, for a given set of orbits, imaging modes
and the surface type of interest. Reference BRDF (‘Truth Data’)
is the set of reflectance values of the surface type of interest

measured by the Cloud Absorption Radiometer (CAR)
[38,39,56], NASA's heritage airborne BRDF instrument devel-
oped at Goddard Space Flight Center (GSFC), at all angles. Since
airborne data is available for very few regions globally, the
NASA MODIS database is used to divide the Earth grid into
seven major surface types (water, forests, grasslands/savannah,
croplands, cites, snow, deserts) and airborne BRDF data for
each surface type used as reference. The automated model si-
mulation selects a sample of BRDF values, that correspond to
those angles which the simulated orbits can measure, from the
reference BRDF and uses it as data to invert a BRDF basis model
and estimate the model parameters. These parameters are then
used to run the forward model and calculate reflectance at all
angles. The difference between this estimated reflectance and
the reference data is called the ‘BRDF error’ and is represented
as a Root Mean Square value (RMS). BRDF can then be used to
calculate albedo. The difference between albedo calculated
from the reference data and the automated model simulation
is the albedo error.

The BRDF and albedo RMS errors at every instant of time
are the outputs from the science performance evaluation
model and determine the goodness of the input formation
design and corresponding angular spread. By calculating the
error over time for a full tradespace of formation architectures
helps us judge them based on an intricately coupled science
metric. Science based errors can be traded against the cost of
increasing the number/size of satellites in and complexity of
the DSM for making value-centric decisions in engineering
design. In this paper, albedo estimation errors for different
surface types of the Earth, as the formation flies over them,
will be used as the performance metric. The number of sa-
tellites, arranged in orbital configurations that are feasible to
maintain, will be used as the cost metric.

2.1. Formation flight configurations

Hundreds of feasible formation flight configurations in low
Earth orbit were generated for science performance evalua-
tion with different imaging modes. Modelling for closed loop
formations, maintainable using CubeSat technology, can be
performed using different types of models with increasing
fidelity but decreasing computational ease. Previous literature
[26] has described the 3 levels of modelling for the enumer-
ating formation flight configurations for the multi-angular

Fig. 2. Tradespace Analysis Tool overview. OSSE-based Science Evaluation (right box) is tightly coupled to the traditional MBSE module (left box).
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observation problem – Hill's Equations corrected for Earth's
curvature (using the dual spiral equations or numerical cor-
rections), modified Hill's equations with J2 and drag and orbit
modelling in the Earth-Centric-Earth-Fixed frame using dif-
ferential Keplerian elements.

The lower level models were used to streamline the tra-
despace of design variables [26], and only the most sensitive
variables were retained for generating architectures for eva-
luation, namely the Keplerian parameters of the chief orbit,
number of satellites, differential RAAN and TA of the satellites
with respect to the chief orbit. Only true anomaly (TA) and
right ascension of the ascending node (RAAN) were allowed
to be different among the satellites because CubeSat propul-
sion cannot maintain a formation with varying inclination or
other elements, as learned from the lower level models. Eight
differential RAAN-TA slots of approximately 5° around the
chief satellite were found to provide sufficient measurement
zenith (co-elevation) and azimuthal coverage of the ground
spot beneath the formation. Those slots can be populated
with a variable number of satellites to generate hundreds of
RAAN-TA combinations, for a given chief orbit and satellite
number. When the satellite number was varied from 3 to
8 and 5 representative chief orbits considered, hundreds of
permutations were possible. The generated formations do not
need active, continuous maintenance. Periodic station-keep-
ing using CubeSat technology will be discussed in Section 6.

2.2. Imaging modes

For any formation configuration, three imaging modes are
considered for multi-angle imaging of the ground spot in-
stantaneously under the formation. Therefore, the number of
possible architectures is three times the number of config-
urations generated in Section 2.1. The modes are character-
ized by the dwell time per target, spatial coverage the de-
signer is willing to forego, autonomy of the system and the
control abilities of the individual satellites in the formation.
The concept of operations for each mode is described below.
Fig. 3 shows an example of angles at which a 4-satellite for-
mation measures the instantaneous ground spot beneath the
formation, as it flies around the globe. The angles are plotted

on a BRDF polar plot (polar coordinates), where the center of
the plot is the ground spot being imaged, the radius is the
view zenith angle of the measurement and the polar azimuth
is the relative azimuth with respect to the sun. The stars in-
dicate the angles at which the measurement is made for any
given ground spot, colored differently for every satellite in
this example formation. The solar zenith angle cannot be
shown on this polar plot and, if known accurately, is found to
negligibly affect estimation errors [22].

2.2.1. MODE #1: reference constant, nadir pointing
One satellite in the formation is the designated leader and

always points to the nadir. The other satellites in the forma-
tion point their payloads to the ground spot directly nadir to
the leader satellite. The number of angular measurements of
an instantaneous ground spot, as the formation flies over
millions of ground spots globally, is therefore equal to the
number of satellites in the formation (Fig. 3 [left]). In Fig. 3-
left, the blue measurement is made by the leader and will
always be at the center. The angular pattern for other mea-
surements is different for every spot because of the con-
tinually changing relative geometry between the satellites.
This mode allows for continuous imaging of the ground track,
but it needs coordinated attitude control.

2.2.2. MODE #2: reference changing, nadir pointing
Like Mode #1, there is one leader satellite in the formation

which points nadir while the others follow its ground track by
autonomous slewing. However, in this mode, the leader sa-
tellite changes over the course of the orbit so as to optimize
the angular coverage for a given, instantaneous ground spot.
An example measurement at the same instant of time as Fig. 3
[left] is shown in Fig. 3 [center], where the satellite corre-
sponding to the green measurement is the reference or leader
satellite pointing nadir instead of the one corresponding to
the blue measurement. The formation configuration at the
shown instant is exactly the same; it is only the change in the
nadir-looking satellite that causes the difference in the an-
gular spreads. The angular pattern in Mode #2 is different for
every instant and spot, including the central measurement
color. This mode allows for improved performance and

Fig. 3. Angular coverage for any single ground point by Mode #1 through #3 using four satellites whose measurements are marked in red, blue, purple and green. The BRDF
polar plot's radius indicates a measurement zenith angle and the plot's azimuth is a measurement's relative azimuth to the solar plane, both in degrees. In Mode #1 [left], the
satellite making measurements in blue is the reference and images the point nadir to it. In Mode #2 [center], the reference satellite changes over the course of the orbit. The
shown snapshot corresponds to the satellite making measurements in green as reference. In Mode #3 [right], all satellites stare at the same ground point and provide an arc
of measurements over time, instead of an snapshot. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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continuous imaging of the ground track, but needs maximum
torque authority in the attitude control systems when the
reference changes from one to another satellite multiple
times in one orbit.

2.2.3. MODE #3: ground reference, slew and stare
All satellites point to the same ground target as they approach

over the horizon and recede into the horizon of their instrument
fields of view. Imaging time is limited by the satellite's slewing
abilities. Line measurements on the polar plot are obtained such
that the number of arcs (great circles) equal to the number of
satellites in the formation (Fig. 3 [right]). Thesemeasurements are
not instantaneous, unlike Mode #1 and Mode #2, and are made
for a single ground spot, as long as that spot is in view of the
payload (over more than 10 min for typical low Earth orbits). The
relative orientation of the arcs will be different for different
ground spots. Dwelling at the same ground spot for more time
and at more angles allows more angular coverage to be obtained,
but at the cost of continuous coverage of the ground track be-
cause the formation has to forgo other ground spots in the time it
stares at one.

For all the imaging modes, accurate attitude determination
and control systems (ADCS) are a necessity because all sa-
tellites need to point their payloads at the same ground spot
at approximately the same time. The feasibility of CubeSat
ADCS to meet this co-pointing requirement in terms of atti-
tude determination, control accuracy and jitter stability is
discussed in Section 6.

3. Impact of imaging modes

The impact of the three imaging modes on science per-
formance is quantified by comparing albedo estimation errors
for a few 4-satellite formation configurations with changing
imaging modes. The comparative analysis in this section is
performed for a single surface type (savannah), single wave-
band (red) and over a representative variety of formation
configurations (as per Ref. [26]) at the same chief orbit so that
everything but imaging modes is as non-differentiating as
possible. Results from the imaging mode analysis are pre-
sented before those from formation configurations so that the
best mode for albedo and BRDF estimation can be used in the
full-factorial simulations. Section 4 will clearly show how al-
bedo estimation is further improved from the best of Section
3, due to better formation configurations.

The BRDF signature of the savannahs at red wavelengths
(seen in the right-hand box of Fig. 2) shows an angular feature
called the hotspot, whose spread and intensity is important
for vegetation analysis and affects albedo. They are thus a
representative surface type for differentiating the perfor-
mance of imaging modes. The maximum time a satellite
spends over the African savannah is 20 min, therefore a si-
mulation of only that fraction of an orbit is considered. The
reference data (‘truth’ at any time step) is assumed to be that
collected by CAR over the savannah. In the simulations pre-
sented in Section 5, CAR BRDF data corresponding to the
surface type expected instantaneously under the leader sa-
tellite, as the formation flies over the globe partitioned into
seven surface types, will be used as ‘truth’.

The reference orbit was chosen to be at 650 km altitude
and 51.6° inclination since it corresponds to the orbital plane
of the International Space Station and is the inclination for
which maximum opportunities of hosted payload launches
are available. Sun-synchronous orbits at 500-700 km, with
altitude dependent inclinations, also have similar number of
hosted launches and could have been an alternative choice.
Primary launchers for CubeSats are yet to demonstrate suc-
cess, thus secondary launch has been used as a baseline. The
imaging payloads were assumed to be rigidly mounted on the
spacecraft, with no intelligent pointing mechanism by
themselves. The slewing capability of the satellites was lim-
ited to þ/#60° because CubeSat imagers have lower signal-
to-noise ratios compared to big instruments, and slews
greater than 60° cause a further 5-fold drop in those numbers.
Additionally, 60° limits the maximum spatial distortion of
ground pixels so that images from the nadir-pointing satellite
and the furthermost satellite can be combined into one multi-
angular image. The six baseline formations used for the
imaging mode analysis have differential RAAN and TA only. A
full tradespace of chief orbits, formation architectures with all
possible combinations of differential RAAN-TA, and number of
satellites will be considered in Section 5.

The performance of all six baseline formations in all ima-
ging modes is compared in terms of their albedo error (as per
the model in Section 2). First, all are simulated to operate in
Mode #1 (Section 3.1). Second, the best performing formation
configuration is selected from the six and simulated to oper-
ate in Mode #2. Each satellite in the 4-satellite formation is
simulated as the nadir-pointing satellite and the effect on
albedo estimation error calculated (Section 3.2). Third, three
of six baseline formations are simulated with Mode #3 op-
erations, corresponding to the best and two worst performers
from Mode #1 operations. A simple algorithm, described in
Section 3.3, is used to identify waypoints that all the satellites
will track.

The albedo estimation errors for formations in all simula-
tions are compared to errors expected by the monolithic in-
strument, MISR [23], as a function of only angular sampling
and calculated in the same way (Section 2). MISR is one of the
suite of instruments in the multi-billion dollar spacecraft,
Terra (NASA Earth Observing System), which flies as part of
the A-Train. It has nine cameras - four pointing aft, four
pointing forward and one pointing nadir. The boresight angles
of pointing to make 9 simultaneous measurements in the
along-track direction are: 0°, þ/26.1°, 7 45.6°, 760.0° and
7 70.5°. The actual zenith angle of view on the ground is
slightly higher than these values because of the Earth's cur-
vature. Since Terra operates at a 710 km altitude (average),
MISR is able to prove up to 80° of view zenith. Its relative
azimuth with respect to the sun at any given time is obtained
from Terra's TLE database within AGI Systems Tool Kit (STK)1.

3.1. Nadir pointing, constant reference satellite (Mode #1
operations)

Six formation configurations using four satellites was
analyzed, for estimating the albedo of savannah vegetation as

1 AGI STK product description: http://www.agi.com/products/stk/
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the formation flies over Southern Africa, where the first sa-
tellite always points its payload nadir while the others point
at the ground below the first satellite. Four of six orbital
elements were the same across all satellites: a¼6378þ
650 km, i¼51.6°, ω¼0, e¼0, and the RAAN and TA were
perturbed by small amounts as listed in Table 1. All forma-
tions (using their initial osculating elements) and the MISR
sensor were simulated on STK starting October 13, 2013. A 20-
min time window was identified when the formation flies
over southern Africa and when the solar zenith angle is %30°,
to match with the true CAR data available for savannah ve-
getation. The time window is also selected such that MISR's
Africa-crossing time window is about an hour ahead of the
formation's time window and thus the solar illumination
conditions match for TERRA's orbit and the formation's chief
orbit.

The albedo estimation error simulated from the above
6 formations was compared at every minute of a 20 min si-
mulation – Fig. 8 [Top]. A low albedo error of 0.001 corres-
ponds to 341 W/m2!0.001¼0.34 W/m2 of uncertainty in the
total outgoing radiation, assuming that the albedo measured
by the CAR airborne instrument is the ‘truth’. The NOAA
prescribed accuracy of the Earth radiation budget is 0.3 W/m2

in the shortwave radiation, relevant since BRDF is applicable
only to solar wavelengths [57]. Current estimates of total
outgoing radiation are an order of magnitude off and reduc-
tion in the albedo error, as a function of global position and
time, will improve estimates greatly. The low of 0.001 and
high of 0.013 in Fig. 4 corresponds to albedo errors of 1% and
10% respectively in comparison with the truth. The best for-
mation, among the 6 presented, averages 0.006 in albedo
error over 20 min, which analytically translates to 8.2 W/m2

in total outgoing radiation error. The albedo error strongly
correlates with the BRDF error, which is calculated as a root
mean square (RMS) quantity over all view zenith and relative
azimuth angles. The BRDF error ranges from 10% to 19%,
corresponding to 1% to 10% of albedo error.

The best performing formation in terms of average, sa-
vannah albedo estimation is Config #3 (red) and the worst
performing is Config #1 (green). The satellites in those for-
mations are arranged in three and two planes respectively
(Table 1). Each column in the table in Fig. 4 [Bottom] re-
presents the achieved sampling at the 1st, 10th and 20th
minute of the simulation respectively, by the best, worst and
MISR configuration. The stars on the polar plot correspond to
view zenith (radius of the plot) and relative azimuth angle

(polar azimuth of the plot) of the simulated simultaneous
measurements. The formation plots have 4 stars each because
4 satellites make 4 near simultaneous measurements and
MISR has 9 stars because of its 9 cameras. Over the 20-min
period of the simulation, the angular samples by either for-
mation or MISR rotates around the polar plot (changes re-
lative azimuth) with some changes in view zenith and solar
zenith angle. One full rotation is expected over one orbit.
Satellites in Config #3 sample both the top and bottom
hemisphere of BRDF polar plot for most of the simulation,
therefore are able to capture the angular signature of the
savannah and minimize error. Satellites in Config #2 cover
only a very localized part of the hemispheres at any time and
thus performs the worst.

MISR covers the zenith spread uniformly but the line of
measurements rotates around the polar plot. It samples both
top and bottom hemispheres only along one azimuth.

1st minute
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Fig. 4. [Top] Albedo error over time as the 4 satellite formation (in different con-
figurations) flies over Africa, assuming the surface type to be uniformly savannah.
The black stars represent simulated albedo errors by MISR (from TLE data), half an
hour before. [Bottom] Sampling achieved on the BRDF polar plot for the best
(Config #3) and worst (Config #2) configuration and MISR. Angular sampling is
shown for the initial (1 minute after start), middle (10 minute after start) and final
(20 minutes after start) sections of the simulation. (For interpretation of the re-
ferences to color in this figure legend, the reader is referred to the web version of
this article.)

Table 1
RAAN and TA, in the form of osculating Keplerian elements, for 4 satellites in a
formation when arranged in 6 different configurations as part of a reduced full
factorial case study. The other Keplerian elements are the same for all satellites,
SMA¼6378þ650 km, i¼51.6°, ω¼0, e¼0.

Sat #1 Sat #2 Sat #3 Sat #4

Config #1 0::0 0::#5 #5::-1 #5::#6
Config #2 0::0 0::#5 #5::#1 5::#4
Config #3 0::0 0::#5 #5::#6 5::#4
Config #4 0::0 0::#5 #5::#3 5::#4
Config #5 0::0 0::#5 #5::#3 3::#3
Config #6 0::0 0::#3 #3::0 #3::#3
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Moreover, for more than ten minutes, the angular sampling is
oriented right-left. This causes the samples to miss hotspot
angular feature and results in higher errors toward the end of
the simulation. Sampling the upper and lower hemispheres at
all times, in the very least, and covering an optimal spread of
zenith and azimuth within them is important, as highlighted
theoretically using heuristic optimization [22] and verified by
the above simulation. The rise of errors for both MISR and
Config #3 correspond to the time in the simulation when the
hemispheres were inadequately sampled. The increase in er-
rors is found to be more for albedo estimation than in BRDF
errors.

3.2. Changing the reference satellites (Mode #2 Operations)

In any formation configuration, the nature of the angular
spread obtained at any ground spot and the sampling on the
BRDF polar plots is influenced significantly by which satellite
points nadir, henceforth called the instantaneous reference
satellite. By changing the reference satellite, the mission de-
signer can get a wider variety of and more customizable
spreads for any ground spot, using the same number of sa-
tellites as Mode #1.

The best performing formation of the 6 formations oper-
ating from the simulations in Mode #1 (Config #3) was se-
lected for Mode#2 analysis. If the first satellite is operated as
reference for the full time, angular spread would correspond
to the row named ‘Config #3’ in Fig. 8 [Bottom] because it is
the same satellite that nadir-pointed all through in Mode #1
simulations. Alternatively if the fourth satellite is operated as
reference for the full time, the angular spread at the 1st, 10th
and 20th minute would correspond to Table 2. The difference
in spreads is apparent and, using the first and fourth satellites
as reference allows coverage of both hemispheres at com-
plementary times.

The Config #3 formation is simulated over 20 min with
each of the four satellites as reference, and the corresponding
albedo estimation error curves shown in Fig. 5. Using the first
satellite as reference minimizes the error in the first %10 min
while using the fourth satellite does the same in the last
%10 min. The angular spreads corresponding to the minimum

albedo error at the 1st, 9th and 20th minute of simulation are
indicated by the black arrows in Fig. 5. The first two polar
plots (blue spots and blue curve) correspond to spreads
available using the first satellite as reference and the last polar
plot is the spread when the fourth satellite is used as re-
ference (red spots and red curve). The minimum of the curves

Table 2
Sampling achieved on the BRDF polar plot for the best (Config #3) configuration using the fourth satellite as reference. Angular sampling is shown for the initial (1 minute
after start), middle (10 minute after start) and final (20 minutes after start) sections of the simulation using the 4-satellite formation, that starts when the formation's
reference satellite passes over the northern part of Africa.

Fig. 5. Albedo error over time as the 4 satellite formation (in formation Config #3
from Table 1), when a different satellite is used as reference over Africa when the
surface type is savannah. The black line is the minima of all the curves and shows
achievable error by varying the reference to get the spread pointed out. The bottom
panels show the angular sampling at the 1st, 9th and 20th minute of simulation;
note the similarity to the first two panels of Fig. 4-bottom (Config #3) and last
panel of Table 2 respectively. The black stars represent simulated albedo errors by
MISR (from TLE data), half an hour before in time. (For interpretation of the re-
ferences to color in this figure legend, the reader is referred to the web version of
this article.)
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(first blue then red) thus gives the achievable error by ima-
ging under Mode #2 operations, using the formation Config
#3. The error drop at the 10th minute is due to the second
satellite acting as reference (green), which may be ignored to
avoid moving to a new reference satellite only for a couple of
minutes. In the unavailability of angular samples in both
hemispheres, the science models seem to be able to re-
construct the BRDF and albedo better if measurements of
vegetation reflection are available in the lower angular
hemisphere i.e. the hotspot region than in the upper
hemispheres.

The baseline formation in Mode #2 averages less than
0.003 in albedo error over 20 min, which analytically trans-
lates to 4.1 W/m2 in total outgoing radiation error and is half
of the error simulated in Mode #1 operations. Moreover,
imaging Mode #2 operations shows better angular perfor-
mance than the monolithic MISR, in the last few minutes and
similar performance as MISR in the first half, in spite of having
less than half the number of sensors.

Formation Config #1 (Table 1) showed one of the worst
average errors over time, when operated under Mode #1.
However, when imaging mode #2 operations were used on
Config #1, simulations show significant improvement in al-
bedo estimation errors, as seen by comparing the blue curve
in Fig. 4 to the black curve in Fig. 6. As before, the minima of
the curves (black) in Fig. 6 is the achievable error when the
reference satellite is changed from #2 (green) to #4 (red) to
#1 (blue) to #2 (green). Errors better than MISR are seen at
many instances in time in the simulation. This shows that
even if satellites cannot be initialized or maintained in exactly
optimal relative orbits due to deployment errors, disturbances
over mission lifetime or drift, Mode #2 can drive down the
error significantly and sometimes, even do better than the
9-sensor monolithic spacecraft (black line vs. black asterisks
in Fig. 6). This simulation also shows that the estimation error

can increase more than two-fold for a 4-sat formation if the
wrong satellite acts as reference or the reference-baton is
incorrectly passed due to mistakes in imaging mode planning
or scheduling. Given algorithmic correctness, the most im-
portant driving technology for Mode #2 success is ADCS
capabilities for co-pointing the payload, as required in Mode
#1 as well, and the ability to agilely switch from one refer-
ence's nadir pointing to another. CubeSat capabilities to sup-
port these requirements will be discussed in Section 5.

3.3. Tracking ground spots (Mode #3 operations)

Imaging mode #3 is expected to reduce the estimation
errors further than Mode #2 because more angular mea-
surements are available per ground spot due to being tracked
by all satellites as they fly over from horizon to horizon. Since
only a few ground spots can be imaged, these waypoints need
to be carefully pre-selected and the satellites programmed to
track them upon approach. A very simple algorithm was used
for waypoint selection: Formation configurations #1 to #3
from Table 1 (corresponding to best and worst errors in Mode
#1) were simulated over a 20 min pass over Africa. For every
point on the African 5°!5° grid, the satellites in view and
their corresponding access times and angles were computed.
In Mode #3 operations, the angular spread for any spot
comprises of all the angles, over all the times that all the sa-
tellites can access that spot at less than 60° nadir angle. All
such measurement spreads were obtained and the BRDF and
albedo error calculated with respect to reference data of the
savannahs. The ground spots were then sorted in terms in-
creasing error and decreasing access time. Ground spots with
minimum error, which had at least 2 min of observation time,
were selected, and preference was given to waypoints that
could offer continuous minimum error. While this selection
algorithm is simple and efficient, a more advanced one will be
required if the mission designer were to go with Mode #3
operations.

The simulation of Mode #3 operations applied to the three
4-satellite baseline formations is shown in Fig. 7. BRDF errors
correlated well with albedo errors for the savannahs. The
number of plateaus, per formation configuration, represent
the number of ground spots tracked in the 20 min simulation.
Since one multi-angular image is created per ground spot, the
albedo error over one spot is the same, therefore the plateau.
As the number of satellites in the formation increases, the
height of the plateau and the albedo error is expected to drop.
The ground spots corresponding to the minimum albedo error
have been marked with arrows of similar color in Fig. 7 [Top]
and the angular spreads achieved for those spots shown in
Fig. 7 [Bottom]. Unlike the spreads in Mode #1 and #2, these
measurements are not instantaneous. The number of spots on
each plateau corresponds to the number of minutes the for-
mation images that ground spot. For example, the angular
spreads shown in Fig. 7 [Bottom] have been imaged over five
to six minutes.

It is apparent that using Mode #3 increases the spread
significantly and drops the minimum possible and maximum
allowable error by an order of magnitude – compare Fig. 7
against Fig. 5. Errors can be near zero and, over time, average
to less than 0.001. To put the numbers in context, 0.001 in

Fig. 6. Albedo error over time as the 4 satellite formation (in formation Config #2
from Table 1) when a different satellite is used as reference over Africa when the
surface type is savannah. The black line is the minima of all the curves and shows
achievable error by varying the reference to get the spread pointed out. (For in-
terpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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global albedo accuracy translates to 0.3 W/m2 in accuracy in
total outgoing shortwave radiation, a standard NOAA has re-
commended to achieve [57]. Mode #3 therefore decreases
savannah albedo errors further than what Mode #1 (0.006)
and #2 (0.003) are capable of, for the same set of satellite
orbits.

The number of different orbital planes in the formation is
equal to number of arcs in the angular spread. For example,
since Config #1 (blue) has two planes with different RAAN, its
angular spread shows two arcs. Config #2 and #3 have three
planes so three distinct arcs can be seen. Differential true
anomaly does not affect the angular spread in Mode #3. The
angular spread covers both the hemispheres in the BRDF polar
plot, however, this oversampling in the angular space comes at
the cost of spatial coverage. Fig. 7 shows that only 2–3 ground
spots (2–3 plateaus) could be sampled in all of Africa in the 20-
min simulation. Since Africa or any other geographical reason of
its size has a diversity of surface types, we will need more than a
couple of ground spots to characterize the albedo or BRDF of all
characteristically. Therefore, the waypoint selection algorithm
will also need scientists’ input on the allowable angular-spatial
trade-off along with the ADCS capabilities.

Mode #3 is also a more efficient method for taking multi-
angle images within the Arctic and Antarctic Circles because
formations with only differential RAAN and TA will converge
into a string of pearls configuration at the poles. Orbits with
different RAAN offer maximum cross track spread at the

Equator and none at the poles. In other words, the angular
spread and corresponding error for a 9-satellite formation
with more than double the number of sensors than all the
simulations presented, would be the same as monolithic
MISR. Differential inclinations offer maximum cross-track
spread at the poles, however they cannot be maintained with
CubeSat propulsion capabilities [26]. Mode #3 operations can
introduce some azimuthal spread at near-polar ground spots,
in spite of a string-of-pearls formation configuration, because
5–10 min of imaging at off-nadir allows for variations with
respect to the solar plane.

Fig. 8 shows the results of the 14 min simulation when the
3 baseline configurations of the 4-satellite formation flew
over the Arctic Circle. The chief orbit inclination was changed
to 90° because the ISS inclination does not reach the poles,
but the altitude kept the same at 650 km to preserve the time
period. The reference data used as “truth” is that collected by
the CAR over snow and sea ice in the Arctic [32]. Snow BRDF
data at near infrared wavelengths contains the sunglint, an
angular feature in the hemisphere opposite to the hotpot in
the savannah data, which needs to be accurately captured for
accurate albedo retrievals. As before, the ground spots were
selected by picking those with minimum albedo error. The
angular spread at the ground spots corresponding to the
plateaus marked with arrows can be seen in Fig. 8 [Bottom].
They look very similar because all differential RAAN-TA for-
mations converge similarly at the poles. The angular spread is
not as good as over Africa – compared to Fig. 12 [Bottom]-but
better than the straight line expected from Mode #1 or #2

Fig. 7. [Top] Albedo error over time as the 4 satellite formation (in 3 configurations
from Table 1) flies over Africa, operating in Mode #3 and using albedo minimiza-
tion as the objective for waypoint selection with a simple algorithm. [Bottom]
Angular sampling achieved, on the BRDF polar plot for the three configurations
(color coordinated across plots), when the formation tracked the ground spot
corresponding to the plateaus marking with arrows in the top plot.

Fig. 8. [Top] Albedo error over time as the 4 satellite formation (in selected con-
figurations) flies within and over the Arctic Circle, operating in Mode #3 and using
albedo minimization as the objective for waypoint selection with a simple algo-
rithm. [Bottom] Angular sampling achieved, on the BRDF polar plot for the three
configurations (color coordinated across plots), when the formation tracked the
ground spot corresponding to the plateaus marking with arrows in the top plot.

S. Nag et al. / Acta Astronautica 126 (2016) 77–97 9

Please cite this article as: S. Nag, et al., Effect of satellite formations and imaging modes on global albedo estimation, Acta Astronautica
(2016), http://dx.doi.org/10.1016/j.actaastro.2016.04.004i

http://dx.doi.org/10.1016/j.actaastro.2016.04.004
http://dx.doi.org/10.1016/j.actaastro.2016.04.004
http://dx.doi.org/10.1016/j.actaastro.2016.04.004


operations. The average albedo error over 14 min for the
3 configurations is 0.01, 0.005 and 0.005 translating to 13.68
to 6.84 W/m2 in total outgoing radiation error respectively,
over the poles. Angular spread and albedo retrievals at the
poles can be improved further if a Walker constellation [58] is
used instead of a formation because it provides maximum
RAAN spread, however multi-angle images outside of the
poles would not be possible unless a constellation of forma-
tions is used.

3.4. Selection of a mode for global simulations

Since Mode #2 provides the lowest albedo errors without
compromising on spatial coverage, it was simulated on dy-
namically changing surface types as the formation flies over
the globe. The reference satellite sequence is assumed to be
pre-calculated at mission control and the formation informed
of it well in advance. All measurement and solar angles were
calculated per satellite in Config #3 from Table 1, at every
time step over a full day (415 orbits) and, BRDF and albedo
errors calculated with respect to reference CAR data (‘truth’)
corresponding to the surface type expected under the for-
mation at that time step. Config #3 is selected as an example
in this section due to its best performance when operated in
Mode #1 and its MISR-like performance when operated in
Mode #2.

Fig. 9-left shows the albedo estimation errors over one day.
The ribbon beneath the X-axis indicates the surface type ex-
pected under the dynamically changing reference satellite,
used to calculate the albedo error. The blue curve indicates
the minimum of all the 4 error curves when each of the
4 formation satellites are used as reference and the black stars
indicate MISR's expected error. The breaks in the curves along
the X-axis are because BRDF and albedo can only be retrieved
for near solar wavelengths. The simulation enforces an solar
zenith angle o80° condition, causing a set of 15 discrete
measurement periods for 15 orbits (orbit day only). The

example formation performs equally well or better as a
monolithic spacecraft with twice as many sensors. The results
presented will be bettered if operated in Mode #3, and wor-
sened if operated in Mode #1, as seen in Sections 3.1–3.3.
Better results are also expected if more than 4 satellites and
other formation architectures are used, as will be seen in
Section 4.

Zooming into one of the fifteen simulation orbits in Fig. 9-
left allows us to understand how the error varies hourly. The
results from the first orbit (5% of the day) are shown in Fig. 9-
right. Since MISR leads the formation by %half hour and gets
daylight earlier, the MISR error curve (black asterisks) is
slightly shifted in time compared to the formation (blue).
They do not access the same surface types at the same time.
The simulation only ‘images’ when all 4 satellites are in sun-
light to avoid discretely high errors as the model may not
converge due to lack of sufficient angular samples.

Some surface types have higher reflectance and thus
higher absolute errors. The errors seen over croplands and
savannah are somewhat less than those over snow or water.
In terms of percentages, water errors are typically 35–40%
compared to CAR reference for both the formation and MISR,
while land errors are typically between 15 and 25% – in
keeping with localized results in previous literature [22]. Er-
rors over the desert are close to zero due to near-Lambertian
reference data and a measurement at any one angle is suffi-
cient to exactly characterize this field exactly. The albedo
range shown in Fig. 9's Y-axis corresponds to a BRDF range of
0.015 to 0.07.

4. Impact of formation flight configurations

A full tradespace of formations over many chief orbits and
over the full range of RAAN-TA combinations, all operating in
Imaging Mode #2 as per the process described in Section 3.4,
will be evaluated globally and over multiple orbits in this

Fig. 9. Albedo RMS errors (assuming perfect Mode #2 operations) and MISR for a 1 day simulation (left) and a 1 orbit simulation (right). The bars at the bottom show the
surface type number in gray scale from 1 to 7 as seen by the formation at any given time instant where 1¼water, 2¼ forest, 3¼croplands, 4¼grasslands, 5¼snow/ice,
6¼desert, 7¼cities. Surface types on the right are 1, 3, 4, 1, 3 respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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section. Mode #2 has been selected because it minimizes al-
bedo estimation errors and does not compromise on spatial
coverage. The best performing formation thus selected can be
bettered using Mode #3 imaging operations.

The configuration variables considered for a full factorial
study are: number of satellites, chief orbit altitude and in-
clination and the relative RAAN-TA of the satellites with re-
spect to a reference. Chief orbits are chosen among the re-
presentative ones with easily available commercial, secondary
launches i.e. Landsat orbit (710 km/98.2°), Iridium orbit
(790 km/86.4°), ISS orbit (425 km/51.6°), ISS raised orbit
(650 km/51.6°) and a popular secondary SSO orbit (600 km/
97.787°) as offered by Spaceflight Services Inc2. To prevent
variable space explosion, the number of satellites is limited
between 3 and 8. Three satellites is the minimum required for
the BRDF OSSE models and eight corresponds to NASA ARC's
Edison Demonstration [40] and CYGNSS mission [41], cur-
rently the highest number of commissioned satellites in any
NASA-sponsored DSM.

Formations can be maintained using CubeSat technology if
the only differential Keplerian elements used are RAAN and
TA [6]. For any given number of satellites (say, N), N-1 RAAN-
TA differential combinations are picked from the 8 available
(8CN#1) in Table 3. These 8 slots have been selected as the
corners of aþ/#5° square in RAAN and TA, with the reference
satellite in the center and no common TAs to avoid collisions,
as shown in Fig. 10. For a given altitude-inclination combi-
nation, there are a total of 1254 RAAN-TA combinations for
3 to 8 satellites, all of which will be explored and compared.

RAAN-TA combinations around an approximate square are
assumed to be sufficient representation for a full factorial
RAAN-TA spread because the square's nodes and edges pro-
vide a view zenith-relative azimuth angle spread that covers
the BRDF polar plot at the Equator, in a manner appropriate
for error minimization. A few degrees of RAAN-TA variation
from these 8 slots results in a view zenith-relative azimuth
variation that is not found to be of significant impact to BRDF
or albedo estimation errors. Moreover, the cost of RAAN-TA
maintenance within less than a degree is not deemed worth
the little impact gained.

The full factorial tradespace comprises of a total of 246
(8C2þ8C3þ8C4þ8C5þ8C6þ8C7) RAAN-TA combinations for a
3, 4, 5, 6, 8 satellite formation, respectively, for each chief
orbits considered. To find the reference satellite schedule for
mode #2 operations needs the simulation of every satellite as
reference, therefore the full factorial simulation contains 1254
(3! 8C2þ4! 8C3þ5! 8C4þ6! 8C5þ7! 8C6þ8! 8C7) archi-
tecture simulations for each of the 5 chief orbits, at every one
of the 1440 min of the day. In other other words, the albedo
and BRDF calculation algorithm shown in Fig. 2's right box
and described in Section 2 is run 9,028,800 times to cover the
entire tradespace, streamlined to a single imaging mode. The
sensitivity of the albedo error to chief orbit, number of sa-
tellites and RAAN-TA or relative spatial geometry is demon-
strated in the following sections using varying subsets of the
above simulations.

4.1. Error dependence on chief orbit

A 4-satellite formation with the RAAN-TA combinations
from Config #3 in Table 1 was simulated on System Tool Kit's
High Precision Propagator for a full day for the 5 different
chief orbits (different altitude-inclination combination)
mentioned above. The expected albedo estimation errors for

Table 3
RAAN-TA (in°) slots for the full factorial enumeration of formation architectures.

RAAN 0 #5 5 0 #5 5 5 #5
TA #5 #6 #4 5 6 4 #1 1

Fig. 10. 8 available differential RAAN-TA slots (exact values in Table 3) arranged
around the reference satellite (þ1), as enumerated in an AGI-STK simulation. At
any instant, one satellite points nadir while the others point to the ground spot
below the nadir-pointing, reference satellite.

Fig. 11. Error in albedo estimation error when the formations are flown at different
altitudes/inclinations compared to MISR. Corresponding to the shown percentages,
absolute albedo error ranges from 0 to 0.042. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this
article.)

2 Upcoming hosted payload launch schedule as obtained from: http://space
flightservices.com/manifest-schedule/
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one orbit are plotted as percentages in Fig. 11, colored per
chief orbit. The curves are out of phase because the periods of
the orbit are different and the satellites go into sunlit areas at
different times. MISR's error has been plotted in black. There
are several occasions when some or all formation archi-
tectures, using as less as 4 satellites, outperform MISR such as
between the 45th and 60th minute of the simulation in
Fig. 11.

Comparing average errors over time, the formation in the
ISS orbit performed (blue curve in Fig. 11) marginally better
than the others and is marginally outperformed by MISR.
Appendix I shows that as less as one orbit's errors are re-
presentative of errors over an extended period of simulation,
therefore the one-day simulations in this paper are deemed
appropriate to capture the performance dependencies of dif-
ferent variables. Table 4 shows that there is no analytical
trend between the chief orbit and estimation errors. Their
average improvement is centred around %25% in BRDF and
%4% in albedo. A 4-sat formation in Mode #2 operations is,
thus, insensitive to chief orbit, allowing the mission designer
significant flexibility in choosing along available launches.
Orbit notwithstanding, as low as 4 satellites can make better
measurements at many instances than multi-sensor mono-
liths can, making a strong case for using them as com-
plementary sensor systems.

4.2. Error dependence on satellite number

Observing system simulations have shown that if angular
measurements were placed optimally on the angular view
zenith-relative azimuth plane, then given the current BRDF
models, the RMS error for BRDF or albedo does not depend on
the number of satellites as long as a minimum of three are
available [22]. In an astrodynamically constrained space en-
vironment with limited maintenance capabilities of CubeSats,
larger numbers of satellites help to counter the lack of op-
timality in angular arrangement. Simulations presented in
this section and the subsequent one shows that the average
albedo error drops as the number of satellites increases from
3 to 8.

Table 5 and Fig. 12 show the results of 154 (8C2þ8C3þ8C4)
RAAN-TA combinations simulated for a 3, 4, 5 satellite for-
mation respectively, one with ISS attributes (650 km/51.6°)
and another with LandSat attributes (710 km/98.2°). The al-
bedo errors at every time step are calculated per architecture
(imaging mode #2 only) and the average over time decreases
as 5.25%, 3.51%, 2.47%, 1.89%, 1.64% and 1.49% from 3 to

8 satellites respectively. In comparison, the time-averaged
error for MISR is 3.61%, slightly higher than the 4-satellite
formation average. However, the numerical mean across time
or even RAAN-TA may overestimate albedo error because the
time series of errors is a one-tailed distribution (Fig. 12).
Therefore, we also report the minimum and maximum time-
averaged errors per satellite number across all RAAN-TA
combinations in Table 5. The numbers clearly demonstrate
that both maximum and minimum time-averaged albedo er-
rors decrease with increasing number of satellites. The same
trend is also seen when maximum and minimum albedo er-
rors over time are plotted against satellite number, instead of
the time-average.

If Fig. 2's histogram is plotted for Imaging Mode #1 op-
erations, where every satellite acts as reference for the entire
time thus resulting in thousands more architectures, the re-
lative shapes remain the same. However, the error percentage
on the X axis extends to 200% because of the lack of optimal
formation geometry. Thus, increasing the satellite number
decreases albedo errors, even in sub-optimal operations
where the reference satellite failed to swap due to ADCS er-
rors or J2-caused drift, making a strong case for increasing
satellite numbers to subdue operational risks.

Table 4
Time-averaged albedo errors for the five 4-satellite formation architectures (with
varying altitude/inclination of orbit) and MISR over several orbits of simulation.

Chief orbit altitude/
inclination

Absolute albedo
error

Percentage albedo error
(%)

Formation (600 km/51.6°) 0.0021 2.4
Formation (710 km/98.2°) 0.004 3.8
Formation (790 km/86.4°) 0.0025 4.0
Formation (600 km/97.79°) 0.0049 5.6
Formation (425 km/98.2°) 0.0052 5.8
MISR(710 km/98.2°) 0.0065 3.6

Table 5
Time-averaged percentage errors in albedo estimation for mode #2 operations over
an orbital simulation with 154 RAAN-TA combinations per 2 chief orbits – ISS
(650 km/51.6°) and LandSat (710 km/98.2°) – with variable number (N) of satellites.

N¼3 N¼4 N¼5

Min Max Min Max Min Max

ISS 1.86 8.87 1.31 7.41 1.06 6.19
LandSat 1.90 6.01 1.63 5.23 0.95 4.58

Fig. 12. Distribution of percentage albedo error for all time steps in 4 h for all
RAAN-TA combinations with variable number of satellites in the formation, oper-
ating in Imaging Mode #2.
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4.3. Error dependence on differential Keplerian elements

As calculated before, any N-satellite formation with a
specific chief orbit can be arranged in formation in hundreds
of configurations, even with only RAAN-TA variation with
respect to the chief satellite and constrained to only 9 slots.
This section analyses the effect of those formations on the
albedo error. It is difficult to analytically predict a consistent
trend in formation arrangement that will minimize errors
because Mode #2 causes the reference satellite and angular
spread to change based on a data-driven numerical inversion.
Therefore, the science evaluation model is of critical

importance in selecting the optimal configuration for a given
number of satellites and the reference satellite schedule over
time. More satellites, by definition, improve angular spread by
virtue of having a well spread out 9 slots so there are few
interesting formation trends for N45.

Fig. 13 shows the error curves over 93 min (one orbit only)
for all RAAN-TA differential combinations with 5 satellites for
a chief orbit at 650 km, ISS inclination. As seen in Section 4.1,
chief orbits are non-differentiating, therefore the ISS orbit can
be used without any loss of generality. The messy nature of
the plots is due to 70 curves for 70 possible methods to ar-
range 4þ1 satellites into 8þ1 slots. The thick black line in-
dicates the RAAN-TA architecture whose mean albedo error
over a 4 hour period is the minimum and the black asterisks
indicate the albedo error due to MISR's measurements in a
similar time period, calculated in the same way. While MISR
does extremely well for %50% of the orbit, as expected be-
cause of its nine sensors well-spread in the zenith direction, it
is outperformed by the 5 satellite formation for the section of
the orbit when its sensors become perpendicular to the ve-
getation hotspot or snow sunglint region, or sample left-right
only. The errors are plotted as percentages to prevent biases
caused due to sampling different surface types at the same
time. A histogram plot of the time series confirms that the
best and worst formations consistently do well and badly,
respectively, through the entire simulation.

The albedo estimation error for all permutations in an ISS
chief orbit is plotted in Fig. 14. There are architecture options
in all satellite numbers that outperform MISR's error per-
centage. The RAAN-TA arrangement in the 3 and 4 satellite
case is highlighted in the inset, showing the availability of
angular spread on the BRDF polar plot. The range of errors
over RAAN-TA permutations per satellite number is very
large, as predicted in Table 5 and Fig. 14. While MISR is out-
performed by some 3-sat arrangements, any error in orbit
maintenance or Mode #2 operations can cause the error to
shoot above multi-sensor monoliths. To mitigate risk and

Fig. 13. Albedo error as a percentage of true CAR albedo over one orbit when a
5 satellite formation is simulated for a full factorial of differential RAAN-TA for-
mation architectures with a chief orbit of 650 km/51.6°. 0–13% albedo error
corresponds to 0 to 0.018 absolute albedo error. The black curve shows the for-
mation with minimum error (1.06% and %0.001 in absolute).

Fig. 14. Average albedo error over time for increasing satellite number at a 650 km, 51.6° orbit vs. mission cost for satellite development only. Each circle represents a
combination of differential RAAN and TA. The horizontal black line represents MISR's error of 0.0065 or 3.6%. Insets correspond to the satellite arrangement with the lowest
error of 0.002 and 0.0015 using 3 (red) and 4 (blue) satellites respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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since the maximum error over all RAAN-TA architectures
decreases with satellite number, a formation of 7 to 8 sa-
tellites outperforms MISR's errors, irrespective of how they
are arranged. Differential RAAN-TA arrangement is thus as
important as number of satellites, but its importance is re-
duced in the context of operational concerns.

A decreasing trend is also seen when maximum % error
over the full simulated time period is plotted against in-
creasing satellite number instead of the time-average (which
trends downward irrespective of if the best, worst and aver-
age RAAN-TA arrangements per satellite number are con-
sidered - Section 4.3). The maximum error allowed at any
time is 6.4% and 19.38% for a 3-sat formation, dropping to
3.07% and 7.63% for an 8-sat formation, at the best and worst
case RAAN-TA arrangements respectively. The maximum er-
ror allowed by MISR's geometry at any time is %12%, tied
with the worst case RAAN-TA arrangement for a 5-satellite
formation. In other words, MISR can be outperformed by any
5–8 satellite formation arranged in the slots proposed in
Fig. 10 and the best few of the arrangements using 3–4 sa-
tellites (for example, the insets in Fig. 14). MISR's performance
relative to the formations is worse when maximum error
across time is considered instead of the time-average because
MISR's line of inflexibly mounted sensors misses many an-
gular features when they line up approximately perpendi-
cular to the solar principal plane (or beta angle %90°), caus-
ing the BRDF and albedo errors to shoot up at two instances
per orbit. Formations operating in Mode #2 adjust their
geometry, such that their effective angular spread always
covers the angular features. Therefore, even the maximum
allowed error of the best 8-satellite formation is a four fold
improvement over MISR, calculated in terms of angular
sampling.

Parallel literature [22] has shown that, in terms of BRDF
error caused due to angular undersampling, at least 6 sa-
tellites in a few of the slotted RAAN-TA arrangements and
8 satellites in any arrangement, are needed to outperform
MISR. Albedo estimation needs lower numbers: 3 and 7 or
5 satellites respectively, depending on time-average or max-
imum albedo error being the metric. This is because it is a less
rigorous metric by virtue of having one error term. BRDF, in
comparison, is the root mean square value of the error term at
every angular direction. Therefore, CubeSat formations can
serve as an excellent complement to flagship missions by
filling up the sampling gaps in BRDF or albedo.

5. Formation flight maintenance

Previous literature [28] on a preliminary survey of current
cubesat technologies that can support the proposed satellite
formations in Fig. 14 shows the critical enablers to be attitude
control systems to meet the continuous co-pointing require-
ment of the formation's satellites and propulsion systems to
ensure that the differential RAAN-TA spread does not diverge
beyond a few degrees of the optimum. The discussion below
will show that current capabilities are sufficient for mission
development, assuming the availability of a multi-spectral
imaging payload.

5.1. Formation co-pointing

Attitude determination and control systems (ADCS) are of
great importance for all modes because of the co-pointing
requirement for near-simultaneous measurement at the same
ground spot, at every time step and over the mission's life-
time. For a 1024!1024 pixel CCD focal plane and a ground
sampling of 500 m, pointing accuracy of 0.03° is needed to
capture images within one pixel of error, which is theoreti-
cally possible using BCT's XACT system3. Pointing stability
over each second is treated very briefly - Blue Canyon's XACT
system shows simulated pointing stability of 0.4 arcsec
(0.00011°) over 1-second intervals. Detailed jitter analysis will
need to be performed in later Phase B design analysis, in
keeping with spacecraft structure and wheel speeds. Sub
second integration time for attitude stability analysis is con-
sidered sufficient because an image is expected to be gener-
ated every 7–10 km depending on the type of spectral imagers
are used [28], and the orbital velocity is %7.3 km/s. This
section will show the deterioration in integrated image size
with increasing pointing errors and demonstrate that accep-
table performance is possible even with the ADCS control
uncertainty of 0.5° (based on BRITE Sat's flight heritage [42]).
Position errors up to 2 km have been considered, which have
been demonstrated using GPS and CubeSat orbit determina-
tion software (e.g. University of Michigan's RAX [43]). The
impact of attitude errors, caused due to errors in both attitude
and position, have been computed.

The best (Config #3) and worst (Config #2) performing
configurations among the baseline formations in Table 1 were
simulated in the Local Vertical Local Horizontal (LVLH) frame of
the reference satellite and the view zenith angle and relative
azimuth angle subtended by them at the common ground spot
over one orbit computed, assuming Mode #1 operations. The
view zenith and relative azimuth angle curves for each satellite
in either formation configuration – Fig. 15-serve as angular
requirements for the ADCS system. The overlapping ground
spots of all satellites in the formation produce a multi-angular
image. Assuming conical fields of view (FOV), the ground spot
of the nadir-looking satellite will be circular with a radius of
h*tan(FOV/2). The ground spot of all other satellites will be
ellipses whose heel-toes are oriented in the azimuthal direc-
tion, and size given by Ref. [44]. The full circle or ellipse is
assumed to fit within a square (with sharp or rounded corners)
focal plane array such that the ground spot overlaps shown in
this section correspond to the overlap of the processed images.
The circle and ellipses will change shape, orientation and po-
sition depending on attitude and position errors. Assuming the
attitude error in the nadir and azimuth direction are ∆η and
∆Φ, the pointing error in the nadir direction is the same while
that in the azimuthal direction is scaled (∆Φ*sin η). The pro-
jected ellipse orientation rotates by the latter amount due to
these errors. Similarly, assuming errors of ∆I, ∆C and ∆R in the
in-track, cross-track and radial directions, the resulting map-
ping errors can be computed [44]. A new nadir angle per sa-
tellite, per time step can be found by adding the pointing error
to the ideal, and the ground projection ellipse length and

3 Blue Canyon Technologies’ XACT System Specifications Sheet:
http://bluecanyontech.com/portfolio-posts/cubesatsystems/
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width recalculated [44]. The center of the ellipse shifts from
the LVLH center by an amount given by Eq. (1).

α Φ Φ
β Φ Φ

= + * + *
= + * − * ( )

IT err Nadir err cos Azim err sin
CT error Nadir err cos Azim err sin 1

The ideal overlap of ground spots for the 4-sat Config #2 at
the 65th minute, or 67% onto its orbit, is seen in Fig. 16-top. A
flat earth is assumed, for simplicity and because Earth cur-
vature introduces little difference in the overlap results for a
reference satellite with a%20 km ground spot. The overlap
between the ground spots is a perfect circle that covers 100%
of the ground pixels of the reference or leader satellite. As-
suming 1° of attitude error (demonstrated on CanX [11]) and
2 km of position error (demonstrated on RAX [43]), the er-
roneous overlap between the ground spot at the same time is
shown in Fig. 16-bottom. The shifted spots reduce the overlap
to 73% of the ground pixels of the leader satellite. A constant
position error shows no effect on ground spot overlap (af-
fected only by relative changes). Random and different posi-
tion errors per satellite cause a ground overlap change, but

effects of o2 km position errors are small compared to o1°
attitude errors. It is far cheaper to reduce that position error
than the attitude error on CubeSats. The effect of increasing
constant attitude error on all satellites on the percentage
overlap of their ground spots over a full orbit is shown in
Fig. 17, for Config #3 and Config #2. Config #3 is less affected
by the attitude error. Less than 1 degree errors result in better
than 50% overlap, irrespective of configuration. If attitude
control like BRITE constellation (within 0.5°) [45] is possible,
overlaps are better than 90%, indicating successful co-point-
ing. When attitude errors are modelled as Gaussian distribu-
tions instead of a constant bias, a 1s error of 0.5° when in-
putted into 100 Monte Carlo runs result in %30% instances of
the ground spot overlap greater than 98% and negligible in-
stances of less than 60% overlap. Since multi-angular images
and BRDF need co-pointing, greater than 1° total errors will
generate large amounts of useless data due to less than 50%
ground spot overlaps.

A nominal relative position error of 72 km causes
a70.07° error in pointing for the baseline orbit, which creeps
up to 70.5° for a715 km error. Current GPS measurements

Fig. 15. [Top] View zenith angle and [Bottom] relative azimuth angle with respect
to the velocity vector at the ground target under the reference satellite as sampled
by the 4 satellites (different colors) in formation Config #3 (continuous line) and
Config #2 (triangular markers). All angles are in LVLH frame. Some curves overlap
because of the same relative geometry between some pairs of satellites in Config
#2 and #3.

Fig. 16. Ground spot overlap for the Config #2 formation from Table 1, ideally (top)
and with a 1° attitude error and 4 km position error (bottom) for all satellites. The
projects are for one instant of time, 67% into the orbital period. Flat Earth assumed.
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on satellites estimate position within 2 km error [43]. Current
propagation software such as STK's HPOP demonstrates that
when satellites, that were initially separated by up to 10° in
true anomaly, are propagated over a year, the time period
between predictions and actual values are off by up to
3 seconds within a matter of 7 days. Time period mismatches
are due to eccentricity induced in a perfectly circular orbit by
gravity harmonics and are far more significant in differential
TA than RAAN. This propagation error of 23 km (3 s for a
650 km orbit) added to determination error of 2 km leads to
2.2° of pointing error over and above what the ADCS systems
can achieve (assuming 0.5°). While the build up of time per-
iod, position drift and pointing errors is non-linear and gets
worse with time, we assume a conservative 0.3° per day.
Therefore, to keep pointing errors o1° and ground spot
overlaps 470%, the ground should communicate the sa-
tellites states, reference satellite sequence and waypoint se-
quence to the entire formation every day. Position correction
will be discussed in Section 5.2. The command frequency
could be reduced further, but will need either one of the
following two improvements: (a) More precise control over
the path of the satellites, so that satellite states can be well
predicted over larger time frames. While this is state of art for
big satellites, CubeSats are not there yet; (b) Inter-satellite
communication and better on-board processing, so that the
satellites can run the algorithms on their own, communicate
their decisions to each other and work in tandem. A ground
check can validate these autonomous decisions. On-board
processing demos such as SpaceCube Mini [46] (GSFC) are
likely to increase the TRL of option (b) and make it viable for
reliable spaceflight.

Imaging modes #2 and #3 may introduce more pointing
error, and thus overlap error, in the system because a slew is
necessary to change reference satellite or waypoint respec-
tively, which adds extra requirements on control. Slew rates
calculated in Ref. [28] using quaternions differentiation on the
required angles and their rates in Fig. 15 show that payload
pointing requires o0.001% of the maximum torque authority
of commercial reaction wheels like MAI-400 and most of the

0.625 mNm is available for cancelling disturbing torques. For
Mode #1 operations, the momentum driver is the Earth-
pointing pitch-yaw manoeuvre and co-pointing within the
LVLH frame is negligible in comparison. The maximum mo-
mentum storage needed, at over any orbit, is 0.8 mNms. Since
the momentum storage capacity of MAI-400 is 11.8 mNms,
continuous payload operations are possible without any
dumping. Assuming a maximum of 760° slew to change
reference satellites (Mode #2) or waypoints (Mode #3), up to
2 °/s of slewing is needed. Such a slew will accumulate
13.9 mNms of stored momentum and need a torque of
0.465 mN. Since the former exceeds MAI-400's capacity,
higher capacity reaction wheels will be needed for the ima-
ging mode slew manoeuvres. Blue Canyon's Model #RWp100
at 300 g,o2 W, 4 mNm of torque and 100 mNms of capacity
is a good alternative candidate.

For all accumulated momentum due to secular dis-
turbances, MAI-400 needs to be de-saturated every 6 hours.
Magnetic torquers can be used for desaturation as in the
MicroMAS mission whose momentum storage requirements
are greater than the currently presented mission [47]. Alter-
natively, if thrusters are to be used, for MOI¼0.4 kg-m2 and a
20 cm moment arm between two thrusters per degree of
freedom (12 DOF in all), each desaturation manoeuvre will
need a ΔV of 0.0295 m/s. The annual budget then translates
to 43 m/s for each wheel, which can be handled with elec-
trospray propulsion because of the low thrust requirement.
Dumping 11.8 mNms translates to an impulse requirement of
0.118 N-s, which can be fulfilled by thrusting 200 mN thrusters
for 10 min during the eclipse, non-science operations phase.

5.2. Formation station-keeping

Propulsion in the proposed mission will be needed for
formation initialization, maintenance and de-orbiting, and
momentum dumping, if needed. Formations can be in-
itialized, both in terms of differential RAAN and TA, either
using separate hosted payload launches [48], propulsion from
the carrier launch vehicle (LV) such as Orbital Sciences Cor-
poration's Pegasus rocket4, from a propulsive adapter such as
Spaceflight Inc's SHEPRA [49] or the spacecraft's internal
propulsion (cold gas or electric). LV propulsion is easier to
negotiate if the formation is the primary payload. A propul-
sive adapter can be used if secondary launch is selected and
spacecraft fuel is unavailable. A formation with multiple
RAAN planes, such as a multi-plane Walker constellation, can
be initialized by deploying planar groups of satellites followed
by satellite deployment within the same plane.

To minimize the requirements imposed on LVs for
achieving a large RAAN spread, satellites can be launched into
a slightly different altitude and inclination than the chief or-
bit, wait for precession to correct it to the target RAANs and, if
required, use onboard propulsion to correct the differentials
[59]. The more the differential inclination and altitude, the
faster the planar spread is achieved, however more the fuel
required to initialize and correct the differentials. TA spread in
the same plane can be achieved by atmospheric drag man-
oeuvres such as those proposed by the CYGNSS mission [41]

Fig. 17. Percentage overlap among the ground spots of 4 satellites in Config #3
(diamonds) and Config #2 (circles) formations from Table 1. Position (2 km for all)
and attitude errors (by color) are assumed as a constant bias. Flat Earth assumed.

4 OSC's Pegasus rocket: http://www.spaceflight101.com/pegasus-xl-info.html
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or ΔV burns to enter and exit an appropriate phasing orbit.
The greater the size of the orbit, the faster is the TA deploy-
ment because of faster differential phase change between the
satellites being separated, however, more ΔV is needed to
achieve larger phasing orbits via Hohmann transfers. There-
fore, there is a trade-off between initialization ΔV and time
for achieving both RAAN and TA spreads [28].

Maintenance against atmospheric drag is negligibly re-
quired for orbits above 500 km, even for formation keeping
[28]. Propagating different orbits with varying differential
RAAN and TA using the High Precision Propagator (HPOP) on
STK showed that, over a year, differential RAAN does not
break the relative spacing between them, but differential TA
does. The satellites drift in differential TA is because globally-
varying gravity changes the eccentricity of the orbit of each
satellite by different amounts. Gravity harmonics rotate the
argument of perigee as a function of eccentricity, thus the
perigee of each satellite's orbit is caused to rotate differently.
This translates to an irregular phase difference in the orbits’
time period and thus changes the differential TA. Careful
analyses in parallel literature [50] has shown that modeling
gravity harmonics to a high degree of fidelity is not trivial and
simple plug-ins of covariance sigmas is not sufficient to pre-
dict exact behavior [51,52]. Our simulations, summarized
below, have used multiple high-precision propagators that
include 21!21 spherical harmonics (J2, J3, J4, etc. zonals).
Recognizing the complexity of harmonic effects due to a
generic orientation of the LVLH frame with respect to the
Earth's spin axis [52], they have been excluded in the scope of
this paper. Instead, different scenarios of formation deploy-
ment in space and time have been considered and the worst
drift used for the maintenance budget.

The mean anomaly drift is a function of initial conditions of
each satellite, propagator used in the simulation and epoch of
insertion. For example, in a 650 km, 51.6° orbit (ISS), a satellite
is expected to move 5° of mean anomaly in 81.2 seconds. If a
satellite (say, Sat 2) is inserted lagging a reference satellite
(say, Sat 1) by 5° in initial position but at the same instant,
and if a satellite (say, Sat 3) is inserted 81.2 s after a reference
satellite, but at the same initial orbital position then all three
satellites should behave similarly if gravity is uniform. How-
ever, they behave very differently in simulation. Not only do
Sat 1 and Sat 2 diverge due to going over different regions of
the Earth at different times, Sat 2 and Sat 3 diverge with re-
spect to Sat 1 in different ways. Since Sat 3 is inserted 81.2 s
later in the earth rotating frame, it is inserted at a different
point on the earth fixed frame and therefore experiences
slightly different gravity harmonics compared to Sat 1. These
slight differences cause different relative trajectories, when
propagated over a year, irrespective of the propagator used. In
fact, the relative trajectories are different for different pro-
pagators and initial conditions as well. Fig. 18 compares the
mean anomaly between Sat 2 and Sat 1 (blue) and Sat 3 and
Sat 1 (red), using AGI STK's High Precision Orbital Propagator
(HPOP) and using NASA Ames’ in-house orbital propagator
[53]. Mean anomaly has been calculated as the angle sub-
tended at the centre of the Earth by the two satellites. The
corresponding view zenith angles of Sat 2 or Sat 3 subtended
under Sat 1, starts at 45° for both initial conditions and pro-
pagators, but has similar shaped curves as the mean anomaly

curves in Fig. 18 between the bounds of 0–80° for the ARC
propagator and 45°–0 for STK HPOP.

When the satellites in the STK HPOP simulation are in-
troduced as Brouwer-Lyddane mean, short elements instead
of osculating, Keplerian elements, the same initial conditions
result in different relative behavior. When two satellites are
inserted within 5° of the initial position of a reference satellite
in the same orbital plane, one leading and another trailing the
reference, the differential TA drift behaves differently. The
trailing satellite falls back linearly while the leading satellite
virtually collides with the reference after 8 months and then
increasingly trails it. Allocation of maintenance resources to
correct for differential drift needs flexibility in terms of launch
windows, global point of deployment and small changes in
satellite behavior that cannot be precisely modelled in

Fig. 18. Earth centric angle (analogous to TA) between 2 satellites inserted differ-
entially, in space (blue) and in time (red), on the same orbit with respect to a re-
ference satellite at 650 km, 51.6°, RAAN/TA/e¼0. The orbits were propagated using
NASA ARC's LightForce propagator (a) and using AGI STK's HPOP or Astrogator
propagator (b). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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simulation but which may result in unpredictably large drifts.
Since all the modelling in this section has been done in the
global, Earth-centric inertial frame and the relative states of
satellites calculated only as the last step, the orientation of the
LVLH frame is not expected to produce extra anomalies. If the
drift analysis were to be in LVLH or ECEF, the effect of a non-
perfect alignment of the Earth's spin axis with the coordinate
system adopted should be assessed analytically [54].

Propulsive manoeuvres will be needed to correct for
drifting relative TA because too much diverging drift will
break the formation and too much converging drift will in-
crease the risk of inter-satellite collisions. Assuming the worst
TA drift among all the above simulations (HPOP propagation
of Sat 2 in Fig. 18), 35° of differential drift needs to be cor-
rected over one year. The ARC propagator is more optimistic
and predicts the need of 14° of TA drift to be corrected an-
nually. TA corrections are possible using a phasing orbit or
atmospheric drag manoeuvres. There is a trade-off between
required ΔV and time, depending on the size of the phasing
orbit as seen in Fig. 19. Assuming the availability of 1–5 days
per month for these corrections, 0.4 to 1.8 m/s is needed per
satellite, which can easily be supported by CubeSat cold gas
thrusters such as those provided by AustinSat. It is possible
that general relativity acts as a source of disturbance just as
zonal harmonics does [50,55]. However, since the presented
simulations have accounted for all the operational variables
(epoch and position of insertion) and multiple propagators,
and since relativity effects on low Earth orbits is extremely
small, it has been descoped from the current mission design.

Table 6 summarizes the propulsion budget per satellite for
the baseline formation, listed as Config #3 in Table 1 including
the trades between time and fuel. The maintenance budget is
dependent on altitude and spherical harmonics of gravity and
both electric and chemical propulsion are found feasible.
Wheel desaturation can be performed with magnetorquers,
therefore optional in the budget.

6. Summary and future work

We confirm applicability of using formation flight for
multi-angular earth observation. The product estimated by
imaging any ground spot simultaneously at different angles is
called BRDF and is used to calculate the ground spot's narrow-
band albedo. Measurements are repeated for all points in the
satellites’ ground track. The value of formation flight is as-
sessed using a coupled systems engineering and science
evaluation model. Model Based Systems Engineering was
used to generate architectures by permuting possible values
of the design variables and checking if existing subsystems
can support it. Observing System Simulation Experiments
(OSSEs) were used to calculate the BRDF (RMS) and albedo
error for each architecture. Error is calculated with respect to
reference data, which is angular reflectance measured by
NASA's airborne CAR instrument for the seven major Earth
surface types, whose global distribution is obtained from the
MODIS’ land cover product.

Previous work has described the development and
streamlining of the OSSE to retain only the most sensitive
variables [22] and, of orbit design variables to retain only the
combinations that can be maintained and that affect the OSSE
errors significantly [26]. A preliminary report has shown the
existence of CubeSat technology to support such a multi-an-
gular formation flight mission in terms of subsystems [28].
This paper introduces three payload pointing strategies or
modes and shows the effect of each on albedo estimation
errors. It then assesses a tradespace of satellite orbits, maps
their effect on estimation error and recommends a few
baseline orbits with pointing operations that outperform
multi-sensor monoliths in terms of angular sampling and
associated errors. Since the exhaustive mission design is too
detailed for a single publication, the technical aspects of the
problem and its proposed implementation have been pre-
sented here. Parallel, cited literature is expected to comple-
ment this paper and support the important result that mul-
tiple platform missions with small satellites can effectively fill
gaps in our knowledge of Earth.

Different imaging modes improve estimation errors, com-
pared to the case when the same satellite points nadir while
other satellites point to its nadir (Mode #1). Four satellites in
non-optimal orbits over the savannah show an average Mode

Fig. 19. Annual correction fuel vs. time required for reducing the divergent true
anomaly, calculated equal to earth centric angle in Fig. 18, between any pair of
satellites in the same orbit at 650 km, 51.6°. The trade-off is achieved by varying the
size of the phasing orbit.

Table 6
Propulsion budget per satellite for initialization and maintenance of the CubeSat
baseline formation Config #3 in Table 1. The leader sat takes no time or fuel to
initialize.

ΔV Time Comments

Initialization
10–220 m/s 200–20 days Trade-off between fuel-time for 2 sats separated in

RAAN
1–3 m/s 26–7 days Trade-off between fuel-time for 3 sats separated in

TA
Maintenance against atmospheric drag (per month)
0–4 m/s %1 h From 500 km to 400 km (electric feasible)
Maintenance against unpredictable J2 (per month)
0.4–1.8 m/s 1–5 days To correct induced eccentricity (electric feasible)
Reaction wheel desaturation (per month)
o11 m/s 10 min Total for all 3 wheels (electric feasible)
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#1 error of 0.006 (Section 3.1). Changing the reference sa-
tellite dynamically (Mode #2) simulates an average error of
0.003, which is comparable to MISR, a single large platform
with nine sensors (Section 3.2). Mode #2 errors are lower
than 0.005 for all surface types and as low as zero for some
(Section 3.4). Tracking pre-selected waypoints with all the
satellites (Mode #3) reduces the albedo errors further, by
providing more view angles, and can facilitate better polar
albedo estimation (Section 3.3). Mode #3 errors average 0.001
over 20 min for the savannah surface type. To put the num-
bers in context, 0.001 in global albedo accuracy translates to
0.3 W/m2 in accuracy in total outgoing radiation, a standard
NOAA has recommended. Moreover, the current accuracy of
total outgoing radiation is 3.4 W/m2, which corresponds to
0.0025 in albedo accuracy. However, this mode requires ad-
ditional algorithms to select which ground spot to look and
for how long, and scientists’ input on the priority of retrieved
products and spatio-angular trade-offs.

As a result of running a full factorial simulation on for-
mation architectures with varying altitude, inclination and
relative geometry, we found that 3 and 4 satellites arranged in
RAAN-TA arrangements shown in Section 4.3 provide time-
averaged albedo estimation errors of 1.86% (0.002) and 1.31%
(0.0015) respectively, better than MISR's 3.6% (0.0065). Seven
single-sensor satellites arranged in any of the slotted ar-
rangements perform better than the 9-sensor monolith, in
terms of angular sampling when averaged over time. When
maximum albedo estimation error across all time was com-
pared between MISR and the formations, MISR provided a 12%
error, approximately the same as the worst case 5-satellite
formation. MISR can be outperformed in terms of maximum
albedo error by the best-case 3 to 4 satellite formations (4.2%
to 6.4%) and 5 to 8 satellites arranged in any way (3% being
the best). Altitude and inclination of the orbits affected errors
insignificantly as long as all satellites shared the same altitude
and inclination. BRDF is used as an input into several other
critical Earth Science products, such as photosynthetic effi-
ciency and vegetation indices therefore the formation flight
implementations presented in this paper is also relevant for
improving the accuracy for all products dependent on BRDF.

CubeSat ADCS and propulsion systems are capable of
slewing and co-pointing the satellites to the same ground
spot at the same time and maintaining orbits that are slight
different in RAAN and TA (all the proposed formations) re-
spectively. ADCS system analysis showed that the ground spot
overlap for satellite attitude errors of 0.5° and 1° is 90-100%
and 60-85% (respectively) of the perfect ground spot overlap
if there had been no determination or control errors. Position
errors up to 2 km were assumed. Commercial reaction wheels
are shown to support the slew rates required to point the
satellites at o0.03% of maximum torque and no required
momentum dumping because of cyclic motion. Pointing sta-
bility and jitter analysis are topics of future study. Momentum
dumping every 6 hours using electric thrusters, or magne-
torquers, is sufficient to handle worst-case disturbing forces.
Initialization ∆V is identified as a cost-differentiator among
the architectures generated by varying the orbit variables.
Less than 10 m/s/year of maintenance ∆V is required for al-
titudes greater than 500 km, primarily for correcting against
gravity zonal harmonics. Detailed analysis on required thrust

profiles and de-orbiting budgets will be discussed in a future
publication.
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Appendix. Simulation time period

The simulations to calculate errors for every time step in a
mission's life for the different architectures are very time-con-
suming. A four-hour truth simulation takes a few seconds per
time step, per satellite, and comprises less than 3 daytime orbits.
It is important to understand if the performance of an archi-
tecture over one daytime orbit (i.e. one of 15 continuous curves
in Fig. 9-left) is well correlated to its performance in subsequent
orbits when the metric is percentage error with respect to re-
ference data, given a relevant surface type. If so, the OSSE can be
run only for one orbit, reducing computation time to less than a
third of the current.

Table 7 shows the correlation between the measurements
taken over two randomly picked day time orbits for all ar-
chitectures – RAAN-TA combinations, chief orbits, reference
satellites and satellite numbers – to understand the mean
predictability among orbits across all variables. The 86% cor-
relation between the two orbits at po0.01 indicates that two
fully simulated orbits perform very similar to one another for
the same architecture. Therefore, while this paper presents
results over multiple orbits, going forward only one orbit's
simulation is sufficient to assess performance as long as both
land and water surface types are well represented and per-
centage errors are used.

Table 7
Pearson correlation coefficient between all albedo error percentages for the
3 daytime orbits in a 4-hour simulation of 3, 4 and 5 satellite formations in all
possible RAAN-TA combinations and 5 chief orbits. The orbits are in chronological
order since the start of the simulation and the third orbit is only half-simulated
causing low correlation. All correlations are significant (po0.01).

Orbit# #1 #2

#1 1 0.86
#2 0.86 1
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